USGS

science for a changing world

DEVELOPMENT OF A VARIABLE-DENSITY GROUNDWATER FLOW MODEL FOR THE
TAYLOR SLOUGH AREA

The process of designing the flow model started with the setup of the
_ model grid. Layer one of the grid, which is 148 columns by 98 rows, came
from the SICS model. Ten layers were used in the groundwater flow model to _
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